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	Abstract
Continual surveillance of key internal parameters and a series of internal post-operational checks must be performed by the LHC beam dumping system LBDS. Post-mortem, logging, alarms and external post-operational checks must also be provided. 
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1. scope of this specification
Continual surveillance of key internal parameters and a series of internal post-operational checks must be performed by the LHC beam dumping system LBDS. Post-mortem (PM), logging, alarms and external post-operational checks must also be provided. Several data handling and data analysis systems are therefore required internally and at different levels of interaction with the LHC control system.
After every dump action, a series of external post-operation checks XPOC needs to be made via the external control system, for example to control that the beam profile on the dump block or the beam losses in the TD transfer lines are as expected. This document:
· briefly summarises the components of the LBDS;

· defines the scope of the XPOC system:

· specifies the required functionality:

· the operational requirements (triggering method, frequency, …);
· the data and data structures concerned;

· the data reduction requirements;

· the handling of reference values and functions for interlock and comparison purposes;

· the data exchange pathways;

· data types;

· data volumes and rates;

· the archiving and retrieval requirements;

· required GUI functionality;

2. Introduction
2.1 LBDS system
The main components of the LHC beam dumping system comprises (per beam) 15 MKD extraction kicker magnets, 15 MSD Lambertson septum magnets, 4 horizontal and 6 vertical MKBH/V dilution kickers and the external TDE dump block which is kept at a slight overpressure of N2. The lattice quadrupole Q4 also contributes to the deflection required to extract the beam. There is a vacuum system for the two beam lines, with an entrance window VDWB before the TDE. The fixed TCDS diluter and mobile TCDQ and TCS collimators protect the MSD and LHC machine against unsynchronised dumps. 
A slow control supervisory system SCSS controls the kicker installations and a fast analogue acquisition System FAAS is used to acquire transient kicker signals. The MKD and MKB kickers are triggered from the Beam Interlock system BIS via the Triggering and Synchronisation system TCS. In addition there is a beam energy tracking system BETS] common to both beams.
Dedicated instrumentation for beam steering and diagnostics comprises (per beam) 3 BTV beam screens, 3 BPM beam position monitors, 2 beam current transformers BCT and 32 beam loss monitors BLM. For interlocking (per beam) 2 pairs of dedicated beam position monitors BPMD and a current monitor FMCM for the MSD magnet are connected to the Beam Interlock System BIS. There is also an abort gap monitor.
2.2 Correct beam dump operation

The correct operation of the beam dump relies on the functioning of many subsystems, some of which are failsafe and some of which are redundant. The main requirements for a successful beam extraction are:
1. Interlock interrupts BIS 10 MHz which is detected by LBDS interface;
2. Beam orbit is in tolerance in IR6;
3. Energy tracking working for kicker charging voltage levels;
4. RF revolution frequency signal correct for abort gap synchronisation;
5. Trigger and Synchronisation Unit in LBDS gives power trigger fan-out;
6. All 15 MKD and 10 MKB are correctly triggered;
7. All magnetic fields on to correct value at end of abort gap (MKD MKB, MSD and Q4);
8. Beam extracted and swept onto TDE block;
9. No quench in Q4 or other IR6 magnets (low transverse losses at TCDS, MSD, TD line, and low losses from swept beam in abort gap at TCDQ, Q4).
2.3 Interfaces with other LHC systems

The LBDS interfaces directly with several different LHC systems:

1. the LSA control system (loading functions, read back data, post-mortem, alarms, …);

2. the DCCTs in 4 of the LHC arcs, and in IR5, for the BETS;

3. the RF system, for the abort gap fast timing;

4. the collimator low-level control system, for movement of the TCDQ;

5. the SLP safe LHC parameters system, for the BETS and machine mode information;

6. the injection interlock system, to allow the dump to be armed;

7. the BIS beam interlock system via the local BIC client interface;

8. the IR6 beam loss monitors, to trigger the dump independently of the BIS; 

9. the access system, to dump the beam without passing through the BIS.
3. Diagnostics for the LBDS

3.1 Internal diagnostics

The internal surveillance of the LBDS system monitors the internal status, and when a fault is detected generates either alarms or beam dump actions depending on the type of exception. After each beam dump action the LBDS conducts a series of Internal Post-Operation Checks IPOC, designed to verify that the beam dump hardware operated correctly. Both the internal surveillance and the IPOC take place in the supervisory systems of the LBDS itself, at the PLC level. These two systems will be implemented by BT.

3.2 External diagnostics
Each dump action must also be followed by an External Post-Operational Check XPOC which is launched automatically and is designed to verify that the dump was correctly executed. In addition, the salient features of each dump action must be recorded by the LHC Post-Mortem system, which will have its own generic retrieval facility. For long-term analysis purposes, a comprehensive logging must be made of the data associated with the LBDS operation. Finally, a number of LBDS systems will generate alarms and warnings which must be incorporated into the CERN alarm system. 

The LHC control system must provide these external diagnostic systems, of which only the XPOC is a ‘non-standard’ requirement, in that the LBDS system is the only client. The XPOC will be implemented in the framework of the LSA project.

3.3 Role of diagnostic checks in LBDS safety

The LBDS is a safety critical part of the LHC machine protection system. The main  subsystems (triggering, energy tracking) have been analysed numerically for reliability using Failure Mode Effect Analysis (FEMA). The calculations confirmed that LBDS should reach SIL4 as required, with a LBDS ‘unsafety’ 4.810-7 per year of operation. However, to reach this safety level, the system needs to maintain redundancy, such that elements should not fail blind. This is achieved with the IPOC and XPOC analyses. The importance of this concept can be quantified: the unsafety increases almost three orders of magnitude to 210-4 per year without POC diagnostics.

The diagnostics should ideally return the system to a “good as new” state, and play an important role in ensuring the safety of beam dump system. 

3.4 conditioning the OPERATIOnal state of the LBDS with the XPOC

Transitions between states of the LBDS system rely only on the status of the beam dumping system equipment, and not on the external LHC systems (for example, beam intensity, access system, …). However, to enable the LBDS to be correctly commissioned and operated, the concept of “Operational LBDS state” is also required, using this external status information. The operational state of the LBDS must be managed by the LHC sequencer.

The LBDS can be available only for a dump without any beam, for a dump with pilot beam only, or for a dump with the presently defined “operational” beam. The representation of the equipment operational state must be made in the high level control system and managed by the sequencer; the operational state depends on the XPOC result. No high intensity beam operation is allowed unless a TRUE XPOC was obtained for the last dump with pilot/safe beam. For safe and efficient operation, this diagnostic process need to be both reliable and available.

3.5 Triggering the LBDS data acquisition 

Triggering the beam dump is made via the BIS, whatever the dump request source. The timing system should generate a “Beam Dumped” event every time the beam permit loop opens [21]. The data acquisition for the XPOC will then take place irrespective of the data acquisition for the machine PM. It should be noted that the request for the PM trigger, also generated by the timing system, must sometimes be suppressed depending on the source of the dump request, to avoid triggering a full PM at inappropriate times, e.g. during the filling sequence. 
One consequence is that if a programmed dump is badly executed during the injection sequence or during inject-and-dump mode, for example with a missing MKD kicker and subsequent beam losses and quench, the BIS will not detect the problem and will not issue a PM request. It is desirable, therefore, that the XPOC diagnostic information which is retrieved during a programmed dump be sufficient for a minimum analysis of the main failures which may occur during a beam dump, and also that this “Programmed dump” without PM be used only for a very limited set of machine modes and beam conditions.
3.6 Data storage and archiving

The data acquired for each beam dump action must be stored and retrieved on an “event” basis, where all data associated with a particular beam dump is identified as such. 
3.6.1 Event-based 

The simplest approach appears to be an event-triggered acquisition which writes the data to SDDS files in a directory associated with a given beam dump; the automatic XPOC process will also generate some summary data which should be stored in the same directory in SDDS format. The off-line visualisation and analysis tool can then be used to browse the event directories and to load archived events as required. 

 

  






3.6.2 device-based

An alternative approach which may be better suited to the SDDS tools available may be to write the data to SDDS files in directories associated with a particular equipment device; a summary file must also be generated (or an entry in a database table) which associates the individual files in the different directories with a particular dump event. The summary data files from the automatic XPOC process can be stored in another directory. The off-line visualisation and analysis tool will then browse the event directories using the summary information to load archived events as required. 









4. xpoc requirements
4.1 Main functionality

The LBDS XPOC process will be a high-level LSA application or applications which will:
1. be automatically triggered after every dump action, by a timing event generated when the BIS permit loop opens, and so should run in a server with a hardware interface to the LHC timing system;

2. inhibit the beam permit via a software channel to the BIS as soon as it is triggered and keep the inhibit in place while it is busy;

3. acquire the LHC configuration data associated with each dump action (energy, intensity, emittance, LHC mode, filling pattern, etc.) from the LHC machine database;
4. acquire the reference and tolerance data from the Management of Critical Settings (MCS) database;

5. access equipment data (BTV images, kicker waveforms, BLM signals, etc.) from the Post-Mortem system, from the logging database or from the measurement database;

6. build a ‘model’ dump action, in particular for the trajectory and sweep, from the LHC configuration data and key measured parameters (like orbit in IR6);
7. test the measured equipment data against the model where applicable, and against the MCS references in other cases. These references will change as a function of the LHC configuration;
8. give the beam permit via the BIS if the dump action was as expected and passed the comparison tests;

9. withhold the beam permit to the BIS and generate an alarm if the dump action was not as expected and failed the comparison tests;

10. display a summary of the comparison results and allow a diagnostic of the identified problem;

11. provide summary data to the LHC (SDDS?) logging and Post-Mortem systems, where required;
12. provide a facility to retrieve ‘reference’ dump actions and archived dump actions, and to generate custom model actions, and to compare these with the measurements;
4.2 scope of XPOC comparison
The XPOC comprises beam instrumentation and other signals which will come from the logging and Post-Mortem system, or direct from the equipment, with checks on:

1. Impact position and shape of the swept beam on the BTVDD; 

2. Extracted beam trajectory envelope and sweep form;

3. Losses in extraction channel; 

4. Synchronization with the particle free gap; 

5. Dumped intensity vs circulating intensity;

6. All LBDS sub-system summary status;

7. IPOC correct execution; 

8. Origin of the dump request (BIS or LBDS internal);

9. Environmental data (vacuum, cooling, TDE temperature & pressure);
10. Kicker waveform shape (full analysis or summary information);
11. Long-term drift of kicker waveform key parameters.

4.3 Faults which must be captured

The LBDS faults which must be detected by the XPOC process and which should stop operation are given in Table 1, with the main diagnostic system for each fault:

Table 1. Faults which the XPOC must detect, and diagnostic systems available.

	 
	LBDS BI
	Other diagnostic

	Asynchronous dump
	BLM,BPM
	IPOC

	MKD pre-trigger
	BLM,BPM
	IPOC

	Missing MKD
	BPM,BTV
	IPOC

	MKD energy tracking error
	BPM,BLM,BTV
	IPOC

	MKB energy tracking error
	BPM,BLM,BTV
	IPOC

	Missing MKB (dilution failures)
	BPM,BTV
	IPOC

	Missing MKD redundant branch
	 
	IPOC

	MKD re-triggering not working correctly
	 
	IPOC

	MSD energy tracking error
	BPM,BLM,BTV
	 

	Beam emittance too large
	BLM
	 

	Orbit in IR6 out of tolerance
	BLM,BPM
	BIS (ITLK BPM)

	Direct BLM triggered
	BLM
	IPOC

	IR6 access loop broken
	 
	IPOC

	MSD power convertor trip
	 
	BIS (FMCM)

	Over-populated abort gap
	AGM,BLM
	 

	TDE over-temperature
	 
	TDE monitoring

	TDE over/under pressure
	 
	TDE monitoring

	TCDQ-beam position out of tolerance
	 
	SIS (Feedback)

	Abnormal vacuum pressure in MKD/MSD/TD lines
	 
	VAC monitoring

	TCDQ/TCS out of position
	 
	BIS (TCDQ posn)

	MKB/D internal diagnostics not working
	 
	IPOC

	Beam instrumentation not working correctly
	 
	Alarms

	BETS not working correctly
	BLM, BPM
	IPOC


4.4 operational requirements
The XPOC has two distinct functionalities (analysis and retrieval/viewing), and will probably need to be split into two separate applications; one automatic process running in a server connected to the timing system, and a second application with GUIs to view results and to browse through archived dumps.
The XPOC must clearly be fully integrated into the LHC controls environment. The data acquisition must be automatically triggered following a beam dump, and the data written out into an SDDS structure. The whole process of data acquisition, analysis and action should be completed within about 5 seconds, in order to allow the “Inject and Dump” and injection sequence to proceed normally.
4.5 functional architechture













4.6 parameters and data for modelling dump actions 
The parameters, references and acquired data needed to analyse and model the dump actions are given below. The data and parameters are generally particular to a single beam, except in a few evident cases.
4.6.1 basic parameters For automatic analysis
1. LHC configuration (from LHC machine LSA database):
a. Beam Energy (450-7000 GeV);
b. Bunch intensity (0-100% nominal);
c. Bunch filling pattern (many variants);
d. IR6 orbit X,X’,Y,Y’ (X,Y: 0-10 mm, X’Y’: 0-100 rad);
e. Q4 gradient (0-0.03 m-1);
f. Beta functions at BTVDD (X,Y) (2500 – 7500 m);
2. Layout data (from LHC machine LSA database):

a. LSS6/TD element lengths and drift distances.

4.6.2 parameters for fault-finding and dump event reconstruction

1. Kicker magnets (from XPOC application GUI/SDDS summary data):
b. MKD energy (x1) (450-7000 GeV);
c. Active MKD kickers (x15);
d. MKB energy (x1) (450-7000 GeV);
e. Active MKB kickers (x10);
2. Septum magnets (from XPOC application GUI/SDDS summary data):
f. MSD energy (x1) (450-7000 GeV);
3. Synchronisation/abort gap (from XPOC application GUI/SDDS summary data):
g. Trigger time (0-89 s);
h. Abort gap population (0-100%);
i. MKD pre-trigger (1-15);
j. Retrigger time (700 – 3000 ns);
4.6.3 References and tolerance from MCS database

1. MKD reference functions of energy (for each magnet):
a. Rise time;
b. Current at 3.0 s;
c. Current at overshoot 1;
d. Current at overshoot 2;
e. Current at 90 s;
2. MKB reference functions of energy (for each magnet):
a. Current at first maximum;
b. Current at first minimum;
c. Time for first zero crossing; 

d. Time for second zero crossing; 

3. BDI tolerances as function of energy:
a. Maximum beam losses per extracted proton;
b. Tolerance limits on extracted current percentage;
c. Tolerance limits on BTVDD derived values:
i. H/V projection width (at half-maximum value);
ii. H/V projection centre (at half-maximum value);
iii. Sweep length;
d. Tolerance limits on BPMD values:
i. H/V projection width (at half-maximum value);
ii. H/V projection centre (at half-maximum value);
iii. Sweep length;
e. Interlock BPM trigger thresholds;
f. Tolerance limit on extracted current.

4.6.4 acquired equipment and bi data for checking dump actions
1. MKD/MKB extraction/dilution kickers:

a. Kicker waveforms and summary information;

b. Set/read generator charging voltages;

c. Set/read generator trigger voltages;

d. IPOC summary results;

2. MSD extraction septa:

a. MSD measured currents;

b. MSD FMCM status;

3. Beam Energy Tracking system:

a. BETS Measured currents from DCCTs;

b. BETS Reference energy;

c. BETS Reference main voltage for MKB/Ds;

d. BETS Reference trigger voltage for MKB/Ds;

e. BETS Reference current for MSD/Q4;

4. TCDQ/TCS:

a. Jaw up/down set/measured positions;

b. Interlock reference function value;

c. Cooling status & jaw temperatures;
5. Beam loss monitors:

a. Extraction channel losses during extraction;

b. TD line losses during extraction;

c. TDE losses during extraction;

d. Select LHC ring loss history for ~100 turns (±50 wrt dump);

e. Direct BLM losses before/during extraction (±50 wrt dump);

6. Beam position monitors:

a. IR6 Machine BPM readings over ~100 turns (±50 wrt dump);

b. Interlock BPM bunch positions over ~100 turns (±50 wrt dump);

c. BPMSE bunch positions during extraction;

d. BPMD bunch positions during extraction;

7. Beam current transformer: 

a. Extracted intensity;

b. Circulating intensity prior to extraction (~1 ms);

c. Measured filling pattern;

8. BTV screens:

a. BTVDD image & projections;

b. BTVD position/status;

c. BTVSE position/status;

9. Abort Gap Monitor measured gap population;
10.  TDE system:
a. Cooling system flow rates/status;
b. N2 pressure;
c. N2 temperature;
d. N2 reservoir pressure/status;
11. Vacuum system:
a. Pump status;
b. TD line vacuum pressure history (last ~1 minute);
c. MKD/MKB/MSD/TCDS/TCDQ/TCS vacuum pressure history (last ~1 minute);
12. Ventilation/cooling:
a. UD cooling system status;
13. Electricity:
a. Mains supply status;
b. UPS supply status;
14. Alarm data (from alarm system) 
a. active LSS6/LBS alarms before/after extraction (~±1 minute):
4.7 delination of functional overlap with sis and bis
An important issue is the level of redundancy required or desired between the XPOC and the software and hardware interlocking systems SIS and BIS. An example is the question of whether the XPOC should check if the TCDQ function/position/interlock status are all coherent and self consistent – in general if the BIS and SIS have been fully checked and are operational, this should not need any further verification and can be assumed to be operating correctly. The details of the various checks which will be made therefore need careful and maintained documentation.
4.8 test requirements

The XPOC software must be thoroughly tested. The different tests must include:
1. Comparison checks, using dummy data sets, in particular to test that the faults listed in section 4.3 are correctly trapped;

2. Failsafe behaviour, for example that the sequencer interprets an error return as a FALSE result;

3. Reference levels, by modifying the references in the MCS database;

4. Tolerance levels, by modifying the tolerances in the MCS database;

5. Data acquisition pathways;

6. SDDS files and data archiving directories;

7. Data coherency checks, using faulty dummy data sets;

8. Error handling tests;

9. Interfaces to the sequencer, SIS, BIS, machine DB and MCS DB;

10. Summary data SDDS files;

11. Dump event retrieval and display. 
5. Data volumes

A rough estimate of the data volume associated with a single dump event is given in Table 1 below. The total is around 50 MByte, dominated by the waveforms of the kicker systems.
Table 2. Estimated data volume associated with the dump of a single beam.


[image: image1.emf]System Description Data kB

MKD/MKB system Measured MKD/MKB traces, IPOC summary, status 40000

MSD system Measured currents/FMCM status 1

BETS Measured/reference  currents, voltages etc. 10

Abort gap monitor Measured abort gap population 10

TCDS/Q/TCS TCDQ up/down set/meas positions & status 10

BLMs Losses before/during extraction (100 turns) 100

BPMs Bunch positions before/during extraction (100 turns) 2000

BCTs Circulating/extracted intensity (100 turns) 1000

BTV screens BTV images, projections and status 4000

Total 47131


This volume may pose some issues of storage capacity when in inject and dump mode, where a dump can take place every 20 seconds. Operating for several days in this mode would produce about 500 GByte of data.
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		System		Description		Data kB		XPOC		PM		kB

		MKD/MKB system		Measured MKD/MKB traces, IPOC summary, status		40000				x

		MSD system		Measured currents/FMCM status		1		x

		BETS		Measured/reference  currents, voltages etc.		10		x

		Abort gap monitor		Measured abort gap population		10				x

		TCDS/Q/TCS		TCDQ up/down set/meas positions & status		10				x

		BLMs		Losses before/during extraction (100 turns)		100		x

		BPMs		Bunch positions before/during extraction (100 turns)		2000		x

		BCTs		Circulating/extracted intensity (100 turns)		1000		x

		BTV screens		BTV images, projections and status		4000		x

		Total				47131		x
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